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database. It helps to understand how transactions work in Spanner to best

troubleshoot any contentions.

Transaction statistics

Transaction statistics bring you insight into how an application is using the database
and are useful when investigating performance issues. For example, you can check

whether there are any slow-running transactions that might be causing contention, or
you can identify potential sources of high load, such as large volumes of updates to a

particular column.

Spanner provides built-in tables that store statistics about transactions. You can
retrieve statistics fromthese SPANNER_SYS.TXN_STATS* tablesusing SQL

statements.

Aggregated transaction statistics
Spanner captures aggregated transaction statistics in the following system tables:

e SPANNER_SYS.TXN_STATS_TOTAL_MINUTE : Transactions during one-minute

intervals

e SPANNER_SYS.TXN_STATS_TOTAL_10MINUTE :Transactions during 10-minute
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If Spanner is unable to store statistics for all transactions run during the interval in
these tables, the system prioritizes transactions with the highest latency, commit

attempts, and bytes written during the specified interval.
Find the root cause of a database contention in Spanner

Transaction statistics can be useful in debugging and identifying transactions that are
causing contentions in the database. Next, you'll see how this feature can be used to
debug, using an example database where write latencies are high because of database

contentions.
Step 1: Identify the time period with high latencies

This can be found in the application that's using Cloud Spanner. For example, the issue
started occurring around " 2020-05-17T17:20:00 "

Step 2: See how aggregated transactions metrics changed over a period of time

Query the TXN_STATS_TOTAL_TOMINUTE table around the start of the issue. The results
of this query may give clues about how latency and other transaction statistics changed

over that period of time.

For example, this query can get aggregated transaction statistics, inclusive from
"'2020-05-17T16:40:00 "to" 2020-05-17T19:40:00 ". This brings back results,
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| interval_end

| 2020-05-17 16:40:
| 2020-05-17 16:50:
| 2020-05-17 17:00:
| 2020-05-17 17:10:
| 2020-05-17 17:20:
| 2020-05-17 17:30:
| 2020-05-17 17:40:
| 2020-05-17 17:50:
| 2020-05-17 18:00:
| 2020-05-17 18:10:
| 2020-05-17 18:20:
| 2020-05-17 18:30:
| 2020-05-17 18:40:
| 2020-05-17 18:50:
| 2020-05-17 19:00:
| 2020-05-17 19:10:
| 2020-05-17 19:20:
| 2020-05-17 19:30:
| 2020-05-17 19:40:
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.028394498742159258
.025045555854970147
.046048877656441875
.086375063087579362
.12910987654813588
.13144569291013578
.1598060462555369
.16408940591090757
.1578391080373088
.17498201654516557
.17265656768813875
.15877077393258404
.2024720043504819
.16145049947825879
.16532854950745302
.14136634505183712
.13667812808809277
.089365603486055017
.0820368282942460721
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315691
302124
346087
379964
390343
456455
507774
516587
552711
569460
613571
601994
604211
601622
596804
560023
570864
539729
479151

+ — — === —-—————+ — +

____________________ +

commit_abort_count

[
[
[
[
|
|
121458 |
115875 |
122626 |
154205 |
160772 |
143044 |
170019 |
135601 |
129511 |
112247 |
100596
65316
40398 |

In the results, you can see that aggregated latency and abort count is higher in the

highlighted period of time. We can pick any 10-minute interval (for example, interval

endingat" 2020-05-17T18:40:00 ") where aggregated latency and/or abort count

are high. Then, in the next step, you can see which transactions are contributing to high

latency and abort count.

Step 3: Identify the exact transactions that are causing high latency

Query the TXN_STATS_TOP_10MINUTE table fortheinterval you picked in the

Q

Latest stories
Products
Topics

About

RSS Feed

Find an article...

ARNER RV axwrr +ntal

Tatanmry carmrnande NRQC-

https://cloud.google.com/blog/products/databases/database-transaction-stats-in-spanner

Menu

4/8


https://storage.googleapis.com/gweb-cloudblog-publish/images/output.max-2800x2800.jpg
https://cloud.google.com/blog/
https://cloud.google.com/blog/products
https://cloud.google.com/blog/topics
https://cloud.google.com/blog/about
https://cloudblog.withgoogle.com/rss/
https://cloud.google.com/blog/
https://cloud.google.com/

8/23/2020

£Y Google Cloud

Blog

Q Find an article...

Database transaction stats in Spanner | Google Cloud Blog

interval_end

fprint

awg_tocal_latency _seconds

t_latency seconds | commit attempt count

| mammit_abort count

2020-05-17 18:

141756425439 Ta71202
BOBOESSARER2520747
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101581672201499808178
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D.00EIBZ1259538461537

a
a
a
a
a
a
0.0101
a &
]
a
a
a
a

-0139154205058 74821
LD1415714 7146761417
L0133710196241TI64L

-0045E607493727505207
-DD44585L17169380188
-D04433728200059128

-0D182801823427520814

278802
120012
5357

42469
182227
58

85
1452
725

&5

142205
2177

B3E

cooceBCReo e

The highlighted row in the preceding table is an example of a transaction experiencing

high latency because of a high number of commit aborts.

Step 4: Check for similarities among high-latency transactions

We can fetch read columns,

the fprint value, which will be useful in the next step). This is to check whether high-

latency transactions are operating on the same set of columns.

Query

SELECT
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You can see how the statistics associated with this transaction shape have changed

over a period of time. Use the following query, where SFPRINT is the fingerprint of the

high-latency transaction from the previous step.

Query

SELECT

interval_end

ROUND (avg_total_latency_seconds,

ROUND (avg_commit_latency_seconds,

3)
3)

AS latency,

AS commit_latency,

commit_attempt_count,

commit_abort_count,

commit_failed_ precondition_count,

avg_bytes

FROM SPANNER_SYS.TXN_STATS_TOP_10MINUTE

WHERE

interval_end >= "2020-05-17T16:40:00"
AND interval_end <=

AND fprint
ORDER

Output

f==

| interval end

R

| 2020-05-17 16:40:00-07:00
| 2020-05-17 16:50:00-07:00
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BY interval_end;

"2020-05-17T19:40:00"
SFPRINT

p—————— 1 Fmmm———— +
| latency | commit latency | commit_att | commit_ab | commit_failed precon | avg_ b |
| | | empt_count | ort_count | dition count | ytes |

—— e et Fmmm +
| 0.085 | 0.010 | 53230 | 4752 | 0| 91 |
| 0.069 | 0.009 | 61264 | 3589 | 0| 91 |
AAAAAAA +hi mmimmimnidt Attt mammmt A mvra Alaa lhialkh haan~iiaa Af Am~mniE
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step is to look at the commit abort error messages received by the application to know
the reason for aborts. By inspecting logs in the application, we see the application
actually changed its workload during this time. That likely means that some other
transaction shape showed up with high attempts_per_second, and that a different
transaction (maybe a nightly cleanup job) was responsible for the additional lock

conflicts.

Cloud Spanner transaction statistics provides greater observability and insight into your
database behaviors. Use both transaction statistics and query statistics to tune and

optimize your workloads on Spanner.

To get started with Spanner, create an instance in the Cloud Console or try it out with a

Spanner Qwiklab.
|
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