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Overview

This tutorial explains how to export Stackdriver logs to the Elastic Cloud
Elasticsearch SaaS platform to perform log analytics. Elastic Cloud is a SaaS
offering, which saves time by not needing to build and manage the Elasticsearch
infrastructure.
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Costs

This tutorial uses billable components of Google Cloud Platform (GCP), including
Compute Engine.

New GCP users might be eligible for a free trial (/free-trial).

Configure GCP resources

The high-level steps in this section:

1. Create a user-managed service account
2. Create a VM for Logstash
3. Create a Cloud Pub/Sub topic

4. Create a Stackdriver log sink and subscribe it to the Cloud Pub/Sub topic

Enable APIs

Log in or sign up for Google Cloud Platform (https:/cloud.google.com), then open the
Cloud Console (https://console.cloud.google.com).
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The examples in this document use the gcloud command-line inteface. GCP APIs
must be enabled via the Services and APIs page

(https://console.cloud.google.com/apis/dashboard) in the console before they can be
used with gcloud. To perform the steps in this tutorial, enable the following APIs:

Compute Engine

Cloud Pub/Sub

Identity and Access Management (IAM)

= Google Cloud Platform 8 ScaleSec Dev v

Stackdriver

API Dashboard ENABLE APIS AND SERVICES
& Jul 15, 12:00 PM Jul 15,12:53 PM Jul 15, 12:00 PM Jul
il
gy
Or API v Requests Errors
Compute Engine API 1,664 1
(¥ Cloud Pub/Sub API 130 0

Activate Google Cloud Shell

The GCP Console provides an interactive shell that includes the gcloud command-
line interface. At the top right corner of the page, click the Activate Google Cloud
Shell button.

Activate Google Cloud Shell
SHOW INFO PANEL
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Create a service account

GCP best practices (/vpc/docs/firewalls#service-accounts-vs-tags) suggest using a
service account to configure security controls to a VM. A service account is useful
for a VM to determine which other GCP resources can be accessed by the VM and
its applications, and which firewall rules should be applied to the VM.

While credentials can be created to be used by a service account, this step is not
necessary when the service account is attached to a VM running on Google
Compute Engine. Google manages the keys, and applications can retrieve the
credentials securely

(/compute/docs/access/create-enable-service-accounts-for-
instances#authenticating_applications_using_service_account_credentials)

with the metadata service.

1. Create a service account to attach to the VM:

gcloud iam service-accounts create logstash \
--display-name="Logstash to Stackdriver"

Expected response:

Created service account [logstash].

2. Provide IAM permissions allowing the new service account to access Cloud
Pub/Sub using the pubsub.subscriber role.

gcloud projects add-iam-policy-binding scalesec-dev \

--member serviceAccount:logstash@scalesec-dev.iam.gserviceaccount.con

--role roles/pubsub.subscriber

Excerpt of expected response:

Updated IAM policy for project [scalesec-dev].
[...]

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/
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- members:
- serviceAccount:logstash@scalesec-dev.iam.gserviceaccount.com
role: roles/pubsub.subscriber

[...]
etag: BwWWEjMB90Q9E=
version: 1

Create a Cloud Pub/Sub topic and subscription

1. Create a Cloud Pub/Sub topic where Stackdriver will send events to be picked
up by Logstash:

gcloud pubsub topics create stackdriver-topic

Expected response:

Created topic [projects/scalesec-dev/topics/stackdriver-topic].

Next, create a subscription:

gcloud pubsub subscriptions create logstash-sub --topic=stackdriver-t
Expected response:

Created subscription [projects/scalesec-dev/subscriptions/logstash-st

Create a Stackdriver log sink

1. Create a log sink to be used to export Stackdriver logs to the new Cloud
Pub/Sub topic.

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/ 5/19
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gcloud logging sinks create logstash-sink pubsub.googleapis.com/proje
--log-filter='resource.type="project""

Expected response:

Created [https://logging.googleapis.com/v2/projects/scalesec-dev/sink
Please remember to grant “serviceAccount:p352005273005-058743@gcp-sa-
Publisher role to the topic.

More information about sinks can be found at /logging/docs/export/

The filter specified above will produce events associated with changes to 1AM,
which is a typical area to be monitored closely. Stackdriver supports
monitoring activities for vpn_gateway and other resource types. See the
documentation (/logging/docs/view/overview) for more filter ideas.

The second part of the output is a reminder to verify that the service account
used by Stackdriver has permissions to publish events to the Cloud Pub/Sub
topic. The beta version of gcloud CLI supports permissions management for
Cloud Pub/Sub.

gcloud beta pubsub topics add-iam-policy-binding stackdriver-topic \
--member serviceAccount:p352005273005-776084@gcp-sa-logging.iam.gserv
--role roles/pubsub.publisher

Expected response:

Updated IAM policy for topic [stackdriver-topic].

bindings:

- members:
- serviceAccount :p352005273005-776084@gcp-sa-logging.iam.gserviceac
role: roles/pubsub.publisher

etag: BwWWEi9uEM1A=

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/ 6/19


https://cloud.google.com/logging/docs/view/overview

8/23/2020 Exporting Stackdriver logs to Elastic Cloud

Create the Logstash VM

Note: Some system responses are omitted in this section for brevity.

1. Create a VM to run logstash to pull logs from the Cloud Pub/Sub logging sink
and send them to ElasticSearch:

gcloud compute --project=scalesec-dev instances create logstash \
--zone=us-westl-a \

--machine-type=n1-standard-1 \

--subnet=default \
--service-account=logstash@scalesec-dev.iam.gserviceaccount.com \
--scopes="https://www.googleapis.com/auth/cloud-platform" \
--image-family=ubuntu-1804-1ts \

--image-project=ubuntu-os-cloud \

--boot-disk-size=10GB \

--boot-disk-type=pd-ssd \

--boot-disk-device-name=logstash

Expected response:

Created [https://www.googleapis.com/compute/beta/projects/scalesec-de
NAME ZONE MACHINE_TYPE PREEMPTIBLE INTERNAL_IP EXTERN
logstash us-west1-a nl-standard-1 10.138.0.3  35.233

Create Elastic Cloud deployment

1. Go to https://cloud.elastic.co/login. A trial account provides suitable service
to complete this tutorial.
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c (D Trial started

Deployments
Account %+ Welcome to your 14-day trial!
Help You have free access to:

* A deployment with 4 GB memory, 96 GB storage, and high availability
* The latest Elasticsearch and Kibana versions, and X-Pack features

It's all on us. If you enjoy Elastic Cloud, add a credit card to keep going for as long as you like.

Deployments

goo
ooo
ooo

Looks like you have no deployments

Get started adding your first deployment by clicking on the button below

Create deployment

2. Create an Elasticsearch deployment. This example is deployed on GCP in us-

west1.

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/ 8/19



8/23/2020 Exporting Stackdriver logs to Elastic Cloud

(O Trial started 8

Deployments
Account Create deployment
Help
Deployment name
stackdriver-es-valkthrough Summaw
Clzud platform Goagle Clowd Platfarm
Node capacity (Memery / Sterage) Regian LS West 1 (Oregon)
Memory 4GB
ol a8 L Gm Ga G FGE GB IREGS W GH Ea]
2408 2808 w808 WI08  3AL0E  ER0B 15TH 378 45TR &T8 Disk storage 06 GB
Aecommanied for prodection Zones 2
Choose the size of memory and disk for @ach node in the deployment. Deployment size can be changed later withowt downtime. Need &
targew eployment? Contact ua Haurly rate £0,3125
Maonthly rate $228
Platform
i
Amazcn Web Services Geogle Cloud Flatform
Region
Eurape West 1 {Belghum) Europe West 3 (Frankiurt)
uS Central 1 {lowa) U5 West 1(Oregan]

Fault tolerance

£ Le

1 Availability Zone 2 Aynilabifity Zonos
Great for testing and development For production use

L£L8

3 Awallability Zones
Foe mission critical environments

Elasticsearch version
Sastie verslans

[« NoER] 624
BB

Using the Transport Client to connest 1o Elasticstarch? Loam marne..,

Plugins

Fais-icy — ICU analysis 15 nesmakzation, folding, Tilteding, collation and toRenization.
analysis-kuromof — Advanced analysis of Japarese using the Kuromof analyzor.
anblydis-phonetic — Phonatic snhsis, 6. making tokims BASOX O PAEADURLINION.

anlysis-smarten — An snalyrer for Chirese of mived Chinece-English text, This snatyzer uies probabilistic
nwindge 1o find the optimal word segmentation for Smplitied Chinese 1ot

analysis-stempsd — Provides high guakly stemming for Palish,

arulysis-ukrainian — Provides steenming for Ui ainian

ingest-aitachment — The ingest atiachmant plugin lets i extract file attac] i formats
Isuch a5 PPT, ¥L5, and POF] by using the Apache toxt extraction library Tika.

18 ingust-gecin — The GoolP processer acds information about the geograghical location of IP addrossos, basad on dats
#ram the Maxmind databases.

18 ingest-user-agent — The user_agent processor extracts details from the user agent siring a brawser sends with its
wrh requiests.

mapper-murmurd — The mapper-murmurd plugin allows hashes 1o be computed at index-time and stored in the index
for Later e with 1he cardinality aggregation.

mapper-size — The mapper-size plugin provides the _size meta field which, when enabled, indexes the size in bytes of
he ariginal _saurse i,

User settings

Change how Elasticsenrch runs with your own wser settings. User settings are appended to the
elast h. yml ion Tibe for your Elasti h cluster, but not all settings are supporied. To
learn mare, see documentation,

Mot Ehet the syntex far uder Setklngd con dhings between safes versions.
You might need to updote these user settings before performing o major version upgrede.

Sleck integrotion exomple (for version 5.8 ond loter)
sk metiFiestion slack:
secount:
sonitoring:
wrl: https:/fihooks. slock, com/services, TRAGELEEA BMEDT FROAYIIZY

Slack integrotion exoeple (for versions before 5.8}
watcher.actions, slock, service:
oot
sanitoring:
wrl: hbbps:ffhooks. slotk. comiservices/ TOABLOEA/BIG01 PROSKYE 123
messoge_defoults:

#
HipChot and PogerDuty irtegretion ere olso mpported. To leorn more, see the dcusentotion,
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Autormatie index creation

Deletion re

Restore from snapshot

Rustore ha litost Elasticsoarch snapshot Trom a difforont doplkymant

3. While the deployment is finishing up, make sure to capture the credentials and

store them in a safe place. While the Cloud ID can be viewed from the
deployment page, this is the only time the password for the elastic user is
available. Visit the Security page to reset the password if needed. When
considering production environments, create new Elasticsearch credentials
with tighter permissions and avoid using the elastic user. As documented
(https://www.elastic.co/guide/en/cloud/master/ec-cloud-id.html): "On a production
system, you should adapt these examples by creating a user that can write to
and access only the minimally required indices."

Deployments
stackdriver-es-walkthrough BaCUNnaE A Mg
Elast Ac’“wty '} US West 1 (Oregon)

Elasticseanch Kibana

Generated user

Activity You can use the credentials below to login to Elasticsearch or Kibana. Make sure to save the password somewhene as this is the only time we can show it to
o 2 ¥
you.,

{ N
Username elastic
Agcount
Help Passwerd PROaBRKadTopd ! IpkpalipRat

Cloud 1 stackdriver-es

Updating deployment configuration

Waiting until instances are running

Show Details

Previous Elasticsearch change attempts

Mo completed configuration changes yot.

4. Obtain the URI of the Elasticsearch endpoint that has been provisioned. A link

to this endpoint can be copied from the Deployments page. This value will be
needed to configure Logstash output plugin configuration.

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/
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Deployments

stackdriver-es-walkthrou... ¢36297
Flastiosearch stackdriver-es-walkthrough
Edit
Logs
Snapshots Deployment name Deployment status
AP| Console
. stackdriver-es-walkthr
Kibana
Edit
f\ct]vity Deployment version
Security v6.3.1
Performance
Account Endpoints Cloud ID (2}
Elasticse: Open Link in New Tab
Help - Fi :
@ Open Link in New Window zdDEUZ2NwLmNsb3VKLmVzLmlv]G
Kibana [ Open Link in Incognito Window DTgzMT1kYzhjMzhkIDBiNjRINzZF
Save Link As... NImMzcw
Copy Link Address
Copy
Instan

Search Google for "Elasticsearch”

[

The next section provides steps to complete the setup to send events to the
new Elasticsearch deployment.

Configure the Logstash VM

1. Compute Engine supports several ways
(/compute/docs/instances/connecting-to-instance) to access your VM. You can
use the gcloud command in Cloud Shell to leverage oslogin to connect to the
logstash VM via SSH, noting the zone from the VM creation step above.

gcloud compute ssh logstash --zone us-westl1-a
2. Perform typical system updates and install OpenJDK:

sudo apt-get update

sudo apt-get -y upgrade

sudo apt -y install openjdk-8-jre-headless

echo "export JAVA_HOME=\"/usr/lib/jvm/java-8-openjdk-amd64\"" >> ~/.¢
sudo reboot

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/ 1119
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After a few moments, the VM will complete its reboot and can be accessed
again via gcloud.

gcloud compute ssh logstash --zone us-westl1-a

Install Logstash

1. Install logstash from Elastic.

wget -q0 - https://artifacts.elastic.co/GPG-KEY-elasticsearch | sudo
echo "deb https://artifacts.elastic.co/packages/6.x/apt stable main"
sudo apt-get update

sudo apt-get install logstash

2. Install the Logstash Plugin for Cloud Pub/Sub.

cd /usr/share/logstash
sudo -u root sudo -u logstash bin/logstash-plugin install logstash-ir

Expected response:

Validating logstash-input-google_pubsub
Installing logstash-input-google_pubsub
Installation successful

Configure Logstash

Logstash comes with no default configuration.

1. Create a new file /etc/logstash/conf.d/logstash.conf with these contents,
modifying values as needed:

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/
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input
{
google_pubsub {
project_id => "scalesec-dev"
topic => "stackdriver-topic"
subscription => "logstash-sub"
include_metadata => true
codec => "json"
}
# optional, but helpful to generate the ES index and test the plt
heartbeat {
interval => 10
type => "heartbeat"”

}
}
filter {
# don't modify logstash heartbeat events
if [type] != "heartbeat" {
mutate {
add_field => { "messageId" => "%{[@metadata][pubsub_messz
}
}
}
output
{
stdout { codec => rubydebug }
elasticsearch
{
hosts => ["https://c36297ebbc824cd4b29c98319dc8c38d.us-west1.
user => "elastic"
password => "NTmWdNJXkzMWL4kkIcIzY806"
index => "logstash-%{+YYYY.MM.dd}"
}
}

Start Logstash

1. Start Logstash:

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/ 13/19
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sudo service logstash start

2. Monitor the startup logs closely for issues:

sudo tail -f /var/log/syslog

3. Review log messages. It may take a few moments for events to begin flowing.

Log messages like these indicate that Logstash is working internally:
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Pub/Sub. Actual message content will differ.
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"type" => "heartbe
"messageld" => "%{[@met
"message"” => "ok",

"@timestamp"” => 2018-07-

"@version" =>

Il1ll,
"host" =>

"logName" =>

"logstas

"resource" => {

"labels" => {
"project_id"
"region”
"gateway_id"

i

=>

"type" => "vpn_ge

"severity" =>
"@timestamp"” =>
"textPayload" =>
"insertId" =>
"timestamp" =>
"@version" =>
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Jul 17 20:58:13 logstash logstash[15198]: "labels" => {
Jul 17 20:58:13 logstash logstash[15198]: "tunnel_id" => "10¢
Jul 17 20:58:13 logstash logstash[15198]: },

Jul 17 20:58:13 logstash logstash[15198]: "messageld" => "
Jul 17 20:58:13 logstash logstash[15198]: "receiveTimestamp" => "

Configure Kibana

Kibana is a powerful graphical user interface that uses the underlying Elasticsearch
data. This is the main console to monitor and triage security events and perform
searches and investigations.

1. Return to the Elasticsearch deployment page and click the link to Kibana.

Deployments

1 ©36297
stackdriver-es-walkthrou...
Elasticsaarch stackdriver-es-walkthrough
Edit
Logs
Snapshots Deployment name Deployment status
API C I
. onsee stackdriver-es-walkthr
Kibana
Edit
Activity Deployment version
Security v6.3.1
Perfarmance
Account Endpoints Cloud 1D ()

Help Elasticsearch [g stackdriver—es—
walkthrough: dXMtd2VzdDEuZ2NwLmNsb3VkLmVzLm
2ViYmMwijRj ZDRiMj 1j0TgzMT LkYzhjMzhkIDBiN]R

QzYWUANmI@OMGYyMTF jOWImMzcw

2.Log in as the elastic user.

& elastic =

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/
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3. Navigate to the Management page to set up index patterns for Kibana.

‘ kibana Management

Discover

Version: 6.3.1

Visualize
= Security

Dashboard
Timelion Users Roles
Machine Learning
Graph & Elasticsearch
Beviioots Index Management Watcher
Monitoring

[Inde:{ Patterns] Saved Ol

o= Logstash

Pipelines

4. Enter logstash-* for the index pattern.

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/ 16/19
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Step 1 of 2: Define index pattern

Index pattern
logstash-*

You can use a * as a wildcard in your index pattern.
You can't use spaces or the characters\,/,?2, ", <, >, |.

v Success! Your index pattern matches 1 index.

logstash-2018.07.14

Rows per page: 10 v

5. Use @timestamp for the time field.

Step 2 of 2: Configure settings

You've defined logstash-* as your index pattern. Now you can specify some settings before we create it.
Time Filter field name Refresh

@timestamp N

The Time Filter will use this field to filter your data by time.
You can choose not to have a time field, but you will not be able to
narrow down your data by a time range.

> Show advanced options

Verify log flow

Return to the main Kibana dashboard (shown as Discover in the navigation menu).
The Kibana dashboard should display Stackdriver events similar to those shown
below:

https://cloud.google.com/community/tutorials/exporting-stackdriver-elasticcloud/ 17119
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Except as otherwise noted, the content of this page is licensed under the Creative

Commons Attribution 4.0 License (http://creativecommons.org/licenses/by/4.0/),

and code samples are licensed under the Apache 2.0 License
(http://www.apache.org/licenses/LICENSE-2.0). For details, see our Site Policies

(https://developers.google.com/terms/site-policies). Java is a registered trademark

of Oracle and/or its affiliates.
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